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ABSTRACT  
Crisis and disaster situations are characterised by high dynamics and complexity, with 

human lives, substantial environmental and economic consequences at stake. The 

advances in information technology have had a profound impact on the practice of all 

phases of the disaster management by making unprecedented volumes of data 

available to the decision makers. This has resulted in new challenges related to the 

effective management of large volumes of data. In this paper, we discuss the 

application of data mining and machine learning techniques to support the decision 

making processes in the context of the crisis and disaster management. We attempt to 

review the challenges and benefits of the automated data analysis to different phases of 

the crisis management. 
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1 INTRODUCTION 
  

The advances in Information Technology (IT) have had a profound impact on 

all phases of disaster and crisis management. This is due to their ability to create new 

data and process it in a manner that was unimaginable in the past. These advances 

allowed the development of sophisticated Emergency Management Information 

Systems (EMIS) based on IT. In the literature [9] there are identified four key 

functions a typical EMIS should provide. They are: 
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 Data collection − typically done in the form of paper or online forms, remote 

sensing, etc. In particular:  

 Remote sensing technologies are undergoing rapid advances, leading to 

affordable sensors that can communicate wirelessly and significantly increase 

situational awareness, often in real time. 

 Data transfer and distribution − developments in telecommunications, in 

particular computer networks, provide fast and reliable means of transferring 

data over large distances. In the last decade, wireless communication has 

become affordable allowing new advances in particular in remote sensing.  

 Data storage − relational databases are able to efficiently store large volumes of 

data, and provide virtually instantaneous access to it. Although this technology 

is well established, it is continuously advancing to store new and more 

demanding data such as video streams.  

 Data processing and analysis − the goal of an EMIS is to provide relevant 

information to the decision makers. The amount of data within an EMIS far 

exceeds human abilities to analyze it. Therefore, the EMIS should provide tools 

to allow for manipulation of collected digital data. There are tools to provide 

processing and analysis, however more sophisticated analysis still must be done 

by human decision makers. Of all four functions, this function proves to be 

most challenging and the advances seem to not meet expectations.  

 

In this paper we discuss the role of IT in the data processing and analysis function. Of 

particular focus are the advances in the automated analysis of the collected data. We 

are interested in advanced analysis – creating new knowledge from available data, 

rather than processing the data in a prescribed manner, even though it can involve very 

complex manipulations. The two fields that offer creating new knowledge from data 

are data mining [6] and machine learning [1]. They rely exclusively on data to 

discover new patterns, trends, or deliver predictions. Disasters are events that often 

result from unexpected and dramatic changes in a system. These create challenges that 

are far beyond the capabilities of response agencies to recover from them with the 

resources they have available. Disasters very rarely start with a massive disruption of 

the system -- rather they are rapid processes that propagate the initial effects (limited) 

thorough a complex system leading to major disruption of the system. These properties 

imply that disasters involve large scale effects, which are complex and dynamic. Each 

of these characteristics poses important challenges to modelling and analysis. To make 

the situation even worse, disasters are really rare events, each of them with some 

unique characteristics. Our knowledge of catastrophic system failures is typically 

much less than our understanding of the systems. While we can assume that it is 

possible to collect the data on normal operations of a system, the data on catastrophic 

events is always scarce, by the nature of these events. Therefore, the methods relying 

exclusively on the data, seemingly offer limited applicability in this context. We will 

discuss this problem, and show that it may not necessarily be the case.    
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 Disaster Management is a multifaceted process to avoid, reduce and respond to 

the impact of the disaster on the system. Because of the scale, disaster response 

involves multiple organizations – governmental, public and private, often crossing 

multiple layers of authorities [2, 11]. This emphasizes the need for decision support 

systems -- there is no single human decision maker who can comprehend the 

complexity of the situation. Instead, problems such as situational awareness [12] 

building a common operating picture shared among multiple actors, who often have 

only partial view of the situation, are becoming the most urgent needs of the disaster 

management.     

 

There are numerous ways that IT can enhance the practice of disaster 

management. The overview of technologies in the context of disaster management was 

discussed in [9]. In this paper we focus on the data-driven methodologies within the 

frameworks of DM and ML and their potential and proven roles in supporting different 

phases of disaster management. We will begin with, what we believe is a necessary 

clarification, of the definition for the term data. In the Section 3 we introduce the data 

mining and machine learning. In Section 4, we review the applications of these 

techniques to disaster management, reviewing their role in different phases. We 

conclude the paper with the discussion of future directions and practical challenges.      

 

 

2  DATA  
 

Discussion of the application of DM or ML to the field of disaster management 

should start with the clarification of the very basic term -- the data. From the authors’ 

experience, the understanding of the term data varies extensively, especially between 

the technical fields (such as IT, data mining and ML communities) and the social 

sciences and practitioners in the field of disaster management. These different 

interpretations and the underlying assumption that the same term data carries the same 

meaning leads to misunderstandings or even conflicts, often affecting the performance 

of multidisciplinary projects.    

 

Expectations of the data from the data mining community are as follows: the 

data should be well structured (tables, databases, etc.), translatable into variables 

(numeric or textual), and preferably large amounts (preferably, in thousands or more 

instances). In general, these requirements reflect the limitations of the methods used. 

Very often, it is desirable that the data is collected under the same conditions and 

samples are unrelated to each other (instances are independent and identically 

distributed). This requirement originates from assumptions required by the statistical 

methods that provide underlying mechanisms for many of the more advanced methods.  

 

On the other hand, the interpretation of the term data in the other fields is much 

broader. The data can range from the well structured form as discussed earlier to 

concepts such as rosters, written reports, maps, newspaper articles, video clips, etc. 

Some of these forms can carry very rich and useful information to human experts, but 
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are difficult to be exploited by the DM and ML techniques. Data that is available to 

disaster management comes typically in the following forms:  

 Unstructured textual data: news articles and announcements 

 Structured textual data: situational reports, forms, etc.   

 Remote sensing data: numeric measurements, but this category increasingly 

include use of mobile devices that can produce images and video 

 Spatial data: data within Graphical Information Systems (GIS), satellite 

imagery, etc.  

 

Diversity of the data is a serious issue in applying analytical methods to disaster 

management, because most of the methods were originally developed to handle 

numerical, well structured data. However developments, especially in information 

retrieval (textual information) and methods for image and video data are considerable.  

 

 

3 DATA MINING AND MACHINE LEARNING 
 

Machine Learning is a branch of computer science (more precisely artificial 

intelligence) and is concerned with developing methods and algorithms that learn 

characteristics and patterns from available data in order to make predictions. The main 

focus of ML is to develop methods that can build models that describe data (and 

preferably underlying mechanisms) faithfully.   

 

Frawley et al. define Data Mining as the nontrivial extraction of implicit, 

previously unknown, and potentially useful information from data [3]. In fact, DM is a 

wider concept than ML – it is concerned more about the analytical processes that lead 

to new knowledge discovery from large existing data sets. It is strongly related to large 

scale data management and processing (relational data bases, data warehousing, etc.). 

Unlike the ML, the DM emphasizes the practical aspects of data management and 

produced results. DM is expected to feed business intelligence and computer decision 

support systems.  

 

There are obvious overlaps between DM and ML, but there are the key 

differences as well. The overlaps include: the same algorithms and methods (mostly 

statistical), both rely on data and try to draw conclusions from it. The differences 

include:  

 ML is more concerned about the process of knowledge discovery, while 

DM focuses on data. 

 ML goal is more to reproduce existing knowledge, while DM is to 

discover new knowledge from the data.  

 Data sources are of concern of DM, but not ML.  

 DM requires large amounts of data, while ML does not.  

 

DM and ML are widely recognized tools to support decision-making in many 

areas, including banking, insurance, aerospace and defence industries, etc. Some 

examples of applications include: search engines, bioinformatics and DNA 
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sequencing, email spam filters, online recommendation systems, and facial recognition 

for security applications, fraud detection, and many more.  

 

 

 

4 DATA ANALYSIS IN DISASTER AND CRISIS MANAGEMENT 
  

 Disaster and crisis management poses a number of challenges. As discussed in 

Section 2, the availability of useful and comprehensive data is a serious challenge. But 

even if there would be available data, there are other problems. There are so many 

different ways a system can be subjected to a disaster, that it is impossible to have data 

on all of them. This is why the data-driven methods can more be useful to detect 

anomalies (out of normal) rather than interpret them. .  There are inherent variations in 

the data values so the use of anomalies requires the determination of what level of 

value constitutes an anomaly.  

   

 

4.1 PREVENTION AND MITIGATION 
 

The most known examples of DM and ML for the prevention and mitigation 

phase of the disaster management have been applied to the prevention of man-made 

disasters in many areas: homeland security examples include detecting terrorist threats 

through analysis of social networks, fusion of sensor data for nuclear threat detection, 

face recognition at crowded settings, etc.   

 

4.2 PREPAREDNESS 
 

 One of the key problems in the preparedness phase of the disaster management 

cycle is evacuation planning. Evacuation planning involves the need for spatial data 

and modelling evacuee behaviours [8]. The main research focuses on using DM 

methods to identify potential threat and safe areas.  

 

ML finds its application in early warning systems [5], both for natural and man-

made disasters. Examples include early warning systems for chemical and nuclear 

threats, floods, tsunami, etc. Conceptually, the early warning systems rely on the 

notion of anomaly detection – the lack of data on disasters is alleviated by the fact that 

anything out of normal can be labelled as potential threat, and be possibly subjected to 

human review.  

 

 

4.3 RESCUE AND RELIEF 
 

 One of the intelligent technologies that has already gained recognition in the 

field of disaster management is the use of robots in search and rescue operations [10]. 

ML is closely related to robotics – the 'intelligence' of autonomous robots often 

originates from ML algorithms. The strength of ML algorithms is exploited in 
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mapping new environments that were created after the disaster (for example rubble). It 

provides a clear example how algorithms that have ability to learn new knowledge 

from the data can be successfully applied in the real situations. Use of mobile devices 

that are capable of wireless communication and have substantial computing power 

during the rescue and relief operations is discussed by Zheng et al. [12]. They 

identified the problem of delivering repetitive information and information overload, 

and they used a DM technique to manage information presented to the users.  

 

 

4.4 RECOVERY, REHABILITATION AND RECONSTRUCTION 
 

The remaining phases of the emergency disaster cycle seem to receive 

substantially less attention from the ML and DM communities. One of the obvious 

explanations can be lack of the data on past events.  

Despite the lack of previous attention does not mean there are not applications 

for the recovery phase. DM can be used for assisting in estimating economic damages 

while ML can be used for determining optimal debris management strategies.  

 

 

5 CONCLUSIONS AND FUTURE DIRECTIONS 
 

In this paper we presented some selected examples of using DM and ML in 

disaster management. By no means do we claim that the examples are exhaustive and 

cover the problem comprehensively. More in-depth review can be found in [7]. In 

general, we observe the progression of using the DM and ML from problem-specific 

applications (e.g. rescue robots) to more direct applications such as building situational 

awareness and real-time threat assessment.  

 

One of potentially very useful new directions would be applying social network 

data mining to real-time analysis of data delivered from mobile applications used 

during the response phase of disaster management. During this review the problem of 

the use of simulated data has caught our attention. The lack of actual data is often 

addressed by using simulated data. Such synthetic data can lead to performance 

evaluations of the proposed algorithms and methods that are not realized in real 

settings. 
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